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Figure 1: ReactFold system and its use cases: Our marker system can be printed on standard paper using a regular printer,
enabling interaction with paper-based artifacts and using a single camera for detection. (a) A paper with printed markers. (b) A
tangible widget assembled using our system. It contains four push buttons and one rotary dial. (c) A kirigami AR application.
An AR avatar can stand on the kirigami stairs, aware of its 3D geometry. A user tapping on the kirigami will trigger the avatar
to walk upstairs to that location. (d) A set of deformable strips interface. Our system can track the deformation strength and
convert it to an input signal.

ABSTRACT
In the current era of Extended Reality (XR), tangible interactions
play a crucial role in enabling users to achieve more precise and
intuitive control. However, most tangible interfaces are built upon
electronic devices, offering a fixed interface that is not customiz-
able across different applications. In this work, we explore the
potential of utilizing a universally accessible material—paper, to
construct tangible interfaces. Our proposed system requires only
a single camera for input event detection, a common hardware
feature available in almost all XR headsets and mobile devices. We
propose a marker-based system that enables camera-based tangible
interactions with various paper-based artifacts, including flat sheets,
paper attached to everyday objects, and pop-up cards. We examine
a set of detectable events, such as occlusion, appearance changes,
and deformation. Additionally, we present a range of paper-based
interfaces and applications enabled by our system, opening the
door to a wealth of new interaction possibilities with paper arti-
facts. Our system is also validated by extensive experiments, which
show robust detection across different paper forms.
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1 INTRODUCTION
From its remarkable invention approximately 2000 years ago, paper
has evolved as an extraordinary cultural milestone, maintaining
its importance even in the modern era of information technology.
Through innovative yet simple folding techniques, people have
transformed this basic material into intricate origami works, dy-
namic pop-up books, and practical cardboard designs. Its beauty is
not solely in its versatility but also in its accessibility: all one needs
is a single sheet and the desire to create.

In today’s digital era, paper is not merely a medium for flat com-
munication or a folded structure for visual display. Researchers
have begun to fuse paper with contemporary sensing techniques
to make it interactive. Over recent years, there has been a grow-
ing interest in developing tangible interfaces using paper artifacts.
Current methods for this fusion mainly center around circuit-based
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integration [5, 10, 18, 19, 37, 50, 57]. These methods have signif-
icantly expanded the potential of paper as a tangible interface,
opening the door for a range of new interactive applications. How-
ever, integrating circuits within paper not only requires additional
effort to embed the circuitry but also demands expert knowledge
for designing circuits tailored to specific interfaces.

In this work, we present ReactFold, a camera-based system that
enables interaction detection on various types of passive paper
artifacts, including flat sheets, folded paper, pop-up book, and paper
attached to other objects in daily life. Our system simply requires
our marker pattern to be printed on standard paper. Using our
computer vision detection pipeline, we can monitor alterations
on the paper artifacts and interpret these changes as interaction
events. This method is compatible with any application equipped
with a camera, for example, it can easily integrate as a tangible
interface within mobile device or Mixed Reality headsets, thereby
unlocking the potential to bridge the physical and digital worlds.
Using passive paper as a tangible input interface presents several
distinct advantages over existing prototyping methods such as
3D printing. First, paper is a widely accessible material, available
nearly everywhere and to everyone. Second, paper exhibits an
exceptionally high level of flexibility and expressivity, allowing for
a vast array of creative designs and real-time manipulations. Third,
in most cases, crafting the desired paper artifacts for average users
is a more approachable process compared to the intricate steps
often associated with 3D modeling or programming.

The contributions of this paper can be summarized as follows:
• We improve the currentmarker system and detection pipeline
to support robust marker detection across various paper
forms using a single camera—a capability not fully achiev-
able by existing methods.

• We summarize the design space of interaction primitives
for paper-based artifacts, accompanied by new algorithms
designed for our system that recognize different interaction
events.

• We explore various paper-based interfaces and applications
enabled by our system, demonstrating its capabilities and
providing a platform for researchers to rapidly prototype
new paper-based interfaces.

2 RELATEDWORK
Electronic Paper Interface Utilizing paper as a tangible media
and enabling interactivity for it has been extensively studied by the
HCI community, as paper is a clean, flexible and recyclable mate-
rial. One major approach as demonstrated by many works is try to
embed electronics into paper itself. For example, Gallant et al. [15]
first introduced the idea of a foldable interface to prototype flexible
display interactions using only a simple IR webcam and an LCD
screen. IllumiPaper describe illuminated, digitally controlled papers
that enable visual feedback for pen-paper interaction. Tessella [7] in-
troduce an interactive origami light that blends traditional craft and
soft-circuit techniques to inspire creativity through user interac-
tion. PrintGami [10] presents a method combining 3D printing and
origami to integrate paper circuits into interactive objects. These
work can be categorized in a more generalized area of Origami Elec-
tronics [11, 36, 53], which has also been extensively investigated in

the robotics community [1, 32, 40]. Incorporating electronics into
paper significantly enhances its interactivity, transforming ordi-
nary paper into a customizable interface. A comprehensive survey
on this research line can be found in Signer et al. [43]. However,
adding electronics not only makes these devices more complex
and challenging for average users to create or utilize, but it also
compromises the recyclability and flexibility of paper as a material.

Camera-based Paper Interface Consequently, some studies
have employed camera-based techniques, enabling interaction with
regular, passive papers [2, 6, 8, 29, 39, 41, 56]. Our system also falls
into this category. Some early works have identified several use-
ful markers for AR purposes, such as ARTag [13], AprilTag [38],
ArUco [16] andAnoto [20]. Building upon thesemarkers, researchers
have proposed different camera-based paper interface designs. For
instance, ARcadia [29] propose a toolkit that combines visual mark-
ers and domain-aware programming tools for rapid prototyping
of paper-based tangible interfaces. ModelCraft [44] introduces a
paper-based method for transferring annotations from physical pa-
per folding to digital CAD models using the Anoto pattern. Zheng
et al. [56] and DynaTags [41] utilize ArUco marker and leverage
paper’s flexibility and foldability to facilitate tangible interaction
events triggered bymarker’s visibility. These creatively designed pa-
per interfaces offer passive interaction opportunities across diverse
folding designs.

Another line of research [24, 31, 35, 45, 47, 49, 51] explored
the concept of projecting digital content onto paper surfaces and
simultaneously detecting paper-based events, such as movement
or deformation. To support this, several useful dot marker pattern
has been proposed like Uchiyama et al. [49] and Narita et al. [35].

While many existing camera-based systems show promise in
detecting specific interaction events, they often fail to accommodate
other different interaction events across physical variations of paper
for various reasons. For instance, the ArUco marker [16] and its
variants [13, 38, 55] can only be reliably detected on flat surface.
These markers cannot provide accurate geometry information if
the paper is largely deformed or if only a portion of the marker is
visible, as can frequently occur with folded paper. DDCM [35], on
the other hand, can detect deformed or curved surfaces but it faces
challenges in robustly processing disjointed pieces, as the marker
system’s layout is sparse due to the dot cluster design. Similarly,
the recent work NeuralMarker [25] provides dense correspondence
mapping on user-provided images, but it is unclear how this method
can be adapted to folded paper, as it requires the image to appear
as a single piece. Zheng et al. [56] demonstrate strong adaption to
different forms and input events. However, the design is restricted
to pre-defined forms, as it requires the paper to be manipulated
in such a way that an entire ArUco marker is visible to trigger an
event. In addition, most marker-based methods require a specific
layout for each individual interaction purpose. This means that the
user needs to carefully design the layout to adapt to the proposed
interface. In contrast, our method can utilize the same pattern for
different applications. This allows us to use the same set of materials
to build the desired applications without needing to reprint.

Here we provide a summary of the detectable events and paper
forms that various camera-based methods can support in Table 1.
In this comparison, all methods are assumed to be implemented
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Methods Paper Form Detectable Event Unified PatternFS CS DS O AC OT DT
ArUCo Variants [13, 16, 38, 55] ✓ ✓ ✓

Anoto [20] ✓ ✓ ✓
Zhu et al. [58] ✓ ✓ ✓ ✓ ✓
DRDM [48] ✓ ✓ ✓ ✓ ✓

Origami Guru [52] ✓ ✓ ✓ ✓
Gustov et al. [21] ✓ ✓ ✓ ✓ ✓ ✓
DynaTag [41] ✓ ✓ ✓ ✓

NeuralMarker [25] ✓ ✓ ✓ ✓ ✓
DDCM [35] ✓ ✓ ✓ ✓ ✓ ✓

Zheng et al. [56] ✓ ✓ ✓ ✓ ✓
ReactFold ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: A capability comparison among existing camera-based methods that enable passive paper-based interactions. FS: Flat
Surface. CS: Curved Surface. DS: Disjointed Surface (e.g., in folded paper or kirigami). O: Occlusion. AC: (Discrete) Appearance
Change Detection. OT: Object Tracking. DT: (Continuous) Deformation Tracking. Unified Pattern indicates whether a method
can employ a single design for all forms and interaction events. A check mark indicates the ability of a method to be integrated
with the paper form or input event, or implemented with a unified pattern. For a fair comparison, we assume that all methods
utilize only a single RGB camera for detection. Notably, only our method is capable of accommodating all input events across
all forms of paper.

using regular paper printed with patterns or markers, and utilize
a standard RGB camera for detection. Notably, our method is the
only one capable of supporting all paper forms and input events.

Deformable Interface Besides paper interface, a wider scope of
research that explore deformablematerials, such as rubber or clay, to
design input interface has also gain a lot of interests. Some examples
includes MetaSense [17], MagnetIO [34] and Flexpad [46]. We refer
the reader to Boem et al. [3] for a more comprehensive survey. The
materials utilized in these methods are generally less accessible
than paper and often require embedded circuits. In contrast, paper
stands as a readily available, cost-effective, and versatile medium,
thus making it a favorable choice for a wide array of interactive
applications.

3 SYSTEM AND METHODS
In this section, we explore the design space for tangible interac-
tions with paper artifacts under various forms that paper can take.
We then discuss the structure of our proposed markers and the
algorithm used to detect interaction events.

3.1 Design Space of Interactive Paper
Paper comes in various forms, from common flat sheets and card-
board used in printing and packaging, to intricate forms like origami
and kirigami, which involve folding and cutting to create specific
shapes. These forms offer a plethora of possibilities for tangible
interactions. For example, a flat sheet of paper can be used to detect
taps or track touch, while origami and kirigami structures enable
interactions through deformation and appearance changes. Exam-
ining the different forms of paper and the design space of tangible
interactions is key to unlocking the full potential of interactive pa-
per artifacts. In Fig. 2, we provide an overview of the various forms
of paper along with the respective detectable interaction events,

summarized from previous work on leveraging paper as input in-
terfaces [7, 15, 29, 41, 56]. As discussed in Sec. 2, the majority of
existing methods can only accommodate a limited number of forms
and events. Our objective is to create a system capable of addressing
a wider array of cases in a unified framework, thereby enabling
users to construct diverse and functional tangible interfaces using
paper artifacts. Note that the design space illustrated here is not an
exhaustive representation of all possible paper-based interactions.
Instead, we focus on the interactions achievable through passive
camera-based sensing. Next, we will discuss how our system accom-
modates these proposed interaction events across various paper
forms.

3.2 Design Considerations
As elaborated in Sec. 2, while numerous marker-based systems
show potential in detecting interaction events, they often struggle
to adapt to all interaction events given the diverse physical forms
of paper. To effectively and robustly support the detection of these
conditions, a marker systemmust meet two primary criteria. Firstly,
the “atomic unit” of the marker system should be sufficiently small
for a dense layout, accommodating challenges such as occlusion,
curved surfaces, and disjointed surfaces. Secondly, each detected
marker must possess a distinct identifier, allowing for its remapping
to the original pattern for subsequent 3D geometry reconstruction.
Previous marker-based systems were usually designed with the
purpose of robust detection on planar surfaces. Thus, their “atomic
unit” is typically larger to encourage a higher detection rate. Addi-
tionally, they were usually designed for locating purposes rather
than for interaction purposes and did not account for all the scenar-
ios that might occur with paper artifacts. Fig. 3 illustrates several
scenarios and explains why marker systems like ArUco fell short
in these aspects.
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Paper Forms Interaction Event

Flat Paper Origami Pop-up

Paper Attached to Other Objects
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Tapping/Touch TrackingAppearance Change Location/Orientation
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Figure 2: Paper Forms and Interaction Events. In this context, we define “occlusion” as any behavior that obscures a portion of
the paper, irrespective of whether physical contact occurs. Both “tapping” and “touch tracking” are recognized only when
physical contact is established. “Deformation” involves the continuous monitoring of changes in the paper’s physical geometry,
while “appearance change” refers to the identification of switches between two distinct states.

Upon analyzing existing marker systems, we identified two that
partially meet our criteria and could potentially be combined to cre-
ate a new system satisfying both conditions. The first, DDCM [35],
utilizes dot clusters as the “atomic unit”, which is a simple pat-
tern and can be detected robustly. This system can generate many
unique identifiers by varying the dot cluster patterns. However,
printing these clusters densely on paper causes overlaps, which
could lead to confusion in the detection algorithm. The second sys-
tem, Anoto [20], is a commercial product primarily used for digital
pen tracking. It features a grid pattern with offset dots, allowing for
robust detection even when printed in small sizes. Yet, it provides
only a limited number of unique identifiers due to the constrained
variability in grid and dot layouts. Additionally, since it is a com-
mercialized system, details about the specific detection algorithm
and how the system adapts to curved or disjointed paper surfaces
are also unclear.

Our system is mainly inspired by these two marker systems;
we combine their designs, use both cross shapes and dot clusters,
to create a new marker system that can be printed in small form,
enables robust detection, and provides a rich number of distinct
identifiers.

3.3 ReactFold Markers
To meet the outlined requirements, we introduce ReactFold Marker
(RM), a marker system engineered with dense marker arrangement
to support robust detection and correspondence mapping. As il-
lustrated in Fig. 4-a, an RM incorporates a cross shape and dots
arranged in its surroundings; the simplicity of RMs’ shapes allows
for detection through basic image filters. To guarantee rotational
invariance and ensure the marker remains unchanged under any
transformation, each RM adopts one of six distinct types of layouts
(Fig. 4-b), wherein the dots can occupy different quadrants of the
cross. An RM pattern is formed by a matrix of RMs, and each RM is

selected from one of the six types. In practice, we randomly choose
the RM type to construct an RM pattern of any desired size.

Similar to prevalent image feature detection methods such as
SIFT [33], our system adopts a two-stage pipeline: first to detect
candidate RMs, then compute an identifier for each candidate RM
to match with the original design.

Detecting Individual RM The precise location and type of the
RM can be inferred using simple image filtering techniques. Upon
receiving an image of paper artifacts with the RM pattern, we
initiate the detection by adaptively binarizing the captured image.
In our implementation, the local threshold value is determined
from a mean of the pixel values in the neighborhood. Following
this, we apply the Harris Corner Detector [22] to extract all center
of the crosses. Next, we crop the region around each cross in the
identified RM and use OpenCV’s SimpleBlobDetector to locate
the dots, determining the RM type based on the arrangement of
these dots.

Compute Identifier To this end, both the number and positions
of the RMs have been recognized, setting the stage for the next step:
extracting unique identifiers for each RM. This phase is vital for
mapping the detected RMs to their respective positions in the orig-
inal pattern. Although our system draws inspiration from DDCM
and Anoto, it still requires a completely new algorithm to compute
the identifier and correspondence.

Given that a single RM manifests in only six variations, solely
relying on the type information to determine its exact original
position is not reliable, owing to the possibility of detection errors
and ambiguous matches. Hence, we incorporate information from
the focal RM and its eight neighboring RMs to craft a distinctive
identifier. This identifier is represented as a 9-dimensional vector,
with the initial entry denoting the focal RM’s type ID (0 to 5) and the
subsequent entries encoding the type IDs of the eight neighboring
RMs, arranged in a circular order starting with any neighbor. As we
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Figure 3: Here we illustrate various scenarios where the pop-
ular ArUco marker system falls short. A red rectangle high-
lights successfully identified markers. (a) Within a folded
cube setup, detection is possible only when the entire marker
is visible and does not span the fold or crease in the struc-
ture. (b) Although using smaller markers promotes a denser
layout, this substantially reduces the detection rate due to
inadequate resolution. (c) The system struggles to identify
markers on a curved surface accurately. Even if a marker is
recognized, the extracted borders are incorrect, as the detec-
tion algorithm presumes a flat surface. (d) Similarly, using
smaller markers leads to inconsistent detection outcomes,
rendering them unsuitable for interaction purposes.

will consider all cyclic groups of such vector during matching, this
allows us to accommodate any marker orientations that may be
present in an image. In instances where neighbors are absent due
to geometric borders or detection failures, a value of −1 is assigned
to the respective entry. The boarder of the paper folding is detected
through the Hough Line transform [26]. Examples of computing
identifiers can be observed in Fig. 4.

Matching Detected RM To match the detected RM with its
counterpart in the original pattern, we propose a distance metric
to measure the similarity between them. The distance metric D is
defined as:

D(x, y) = min
𝑖

𝐻 [(𝑥1, 𝑥2, ..., 𝑥9), (𝑦1,Ci𝑦\1)], (1)

where (𝑥1, ..., 𝑥9) and (𝑦1, ..., 𝑦9) represent the vector representa-
tions of the detected RM (x) and a RM in original pattern (y) re-
spectively. Here,𝐻 denotes the weighted Hamming distance metric,
where the first entry has a weight of 4 and others are weighted
equally at 1. This enables us to place greater emphasis on the focal
RM.. Ci𝑦\1 is the 𝑖-th cyclic permutation of (𝑦2, ..., 𝑦9), accounting

for the indeterminate neighbor orientation encountered in practical
scenarios when an RM is captured by the camera.

To identify the correct match for a detected RM, we denote this
RM as v = (𝑣1, 𝑣2, . . . , 𝑣9) and its most similar counterpart in the
original RM pattern as w𝑖 . Ideally, The index 𝑖 can be determined
simply through argmin𝑖 D(v,w𝑖 ). Nevertheless, there exist scenar-
ios where multiple w𝑖 yield the smallest value of D. This might be
due to detection errors or complications at the edges of the paper
(note that we assign a value of -1 to indicate detection failures and
border issues). Another potential cause is that multiple RMs in the
original design share the same identifier following random genera-
tion. The latter case is quite uncommon; our experiment indicates
that only about 0.5% of RMsmight possess the same identifierwithin
a randomly generated RM pattern on an A4 paper. To maximize the
number of successful matches and ensure their accuracy, we employ
the following algorithm: Initially, if a detected RM v has a unique
counterpart in the original pattern w and D(v,w) <= 4, we accept
v and w as a valid match. Subsequently, for any remaining v asso-
ciated with multiple w𝑖 with identical D values, we inspect each v
andw pairs to check if at least one valid match exists between their
respective neighboring RMs. If this condition and D(v,w𝑖 ) <= 4
are met, we accept them as a valid match. Any remaining RMs with
unresolved matches are omitted. As demonstrated in our evaluation
in Sec. 5, this matching protocol can achieve a significantly higher
match rate across various paper forms compared to other existing
methods.

Size of RMs We have outlined the detection and matching pro-
cesses for RMs. Yet, selecting the optimal dimensions of the RMs re-
main undiscussed. The dimensions are primarily influenced by two
factors: the size of the cross and the size of the dots. To determine
the most suitable dimensions for RMs, we conducted a synthetic
experiment wherein we created a series of virtual RM-patterned
A4 papers with different RM dimensions, and rendered them at
random camera angles from a distance of 80𝑐𝑚 using Blender [14].
This experiment also included random cropping to simulate the
effects of folding or cutting that are commonly observed in paper
artifacts.

We examined cross lengths ranging from 1𝑚𝑚 to 7𝑚𝑚, and the
ratio of dot diameter to cross length between 0.1 and 0.4. In all
cases, the dots were centrally located in the cross quadrants. Our
findings revealed that cross lengths larger than 3𝑚𝑚 maintain high
overall detection rates, exceeding 97%. Conversely, lengths below
3𝑚𝑚 led to a declining trend in detection rates, mainly because
the details become less recognizable from the camera’s perspective.
Therefore, we opted for an RM size of 3𝑚𝑚 × 3𝑚𝑚 to facilitate
a dense layout. Furthermore, we determined that a dot diameter
ratio of 0.3 (equivalent to 0.45𝑚𝑚) offered the best performance
across various settings. We incorporated a 1𝑚𝑚 margin between
adjacent RMs to also encourage a denser layout without interfering
the detection. Consequently, a standard A4 paper (210𝑚𝑚×297𝑚𝑚)
can accommodate a layout of 52× 74 RMs. Additionally, our system
imposes no restrictions on the number of pieces of paper that
can be used in a single interactive scene. Indeed, we permit the
simultaneous presentation of multiple paper artifacts, provided
they do not share the same RM patterns.



TEI ’25, 04-07 March 2025, Bordeaux, France Chang Xiao

(a) (b) (c) (d)

0 1 2
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Figure 4: An overview of ReactFold Marker (RM). (a) Pattern consists of randomly generated RM. (b) The 6 types of RM. These
RM is unique under different orientation. The number above each RM indicates its type ID. (c) The identifier of the RM is
represented as a 9-dimensional vector, which the first entry is the focal RM type and the following entries are the neighbor
RMs arranged in any circular order. In this example, the identifier of red circle RM can be calculated as (2, 2, 2, 5, 0, 2, 1, 0, 0) (d)
When compute identifier in real photo, the neighbor RMmay missing due to folding design. We assign −1 to the respective
entry. In the red circle region, the RM’s identifier is (1, 2, 2, 0,−1,−1,−1,−1, 5, 4).

3.4 Interaction Event Detection
There are two primary categories of interaction event in Sec. 3.1:
visibility-based and geometry-based. The first one involves changes
only of the markers’ visibility against the camera, whereas the sec-
ond involves changes of the paper artifact’s geometry and location.
Different techniques are required for detecting interaction events
in these categories. In the following, we describe our proposed
techniques for detecting these different interaction events.

3.4.1 Visibility-based Interaction. Visibility-based interaction oc-
curs when a user causes changes to the artifacts, which solely affect
the detectability of the RMs. To support this, we introduce the Re-
actFold Visibility Map (RVM), representing the identified part of
the original RM pattern (Fig. 5-a). Formally, it is defined as

M𝑖 𝑗 =

{
1, if M𝑖 𝑗 has at least 1 detected RM,
0, otherwise.

(2)

whereM𝑖 𝑗 is a overlapping region with 3 × 3 RMs in the original
RM pattern. The RVM identifies whether a specific RM region is
successfully recognized. Ideally, a camera view containing the entire
RM paper should haveM𝑖 𝑗 = 1 for all 𝑖, 𝑗 . As eachM cell contains 9
RMs, this could provide redundancy to ensure a region is identified
as visible even if some RMs are not detected. Recall that the physical
size of our RM is 3𝑚𝑚. This could result in a smallest detectable
region of approximately 1𝑐𝑚 × 1𝑐𝑚, which is suitable for most user
interactions. Fig. 5-a demonstrate the process of computing the
RVM of a paper cootie catcher.
Occlusion The simplest visibility-based interaction event to iden-
tify is occlusion. By monitoring the RVM, it is possible to detect
if a particular region transitions from 1 to 0. If this occurs, the
transition could be identified as an occlusion event. This can be
useful in recognizing events such as a user’s hand hovering over a
specific area on the paper artifacts.
Touch Detection We could also extend this framework to detect
touch event. To determine if a touch event has occurred at location
𝑥 , we first identify two circular regions centered at 𝑥 , M𝑎

𝑥 and M𝑏
𝑥 ,

with diameters 𝑎 and 𝑏 respectively. A touch event at 𝑥 is triggered
if i) no RMs are detected inM𝑎

𝑥 , and ii) at least 70% of the RVM inM𝑏
𝑥

(excluding the area ofM𝑎
𝑥 ) is visible. The logic behind this algorithm

is that since a finger is long but only touches at the fingertip, the
algorithm anticipates that the fingertip will occlude all RMs within
the area of the fingertip (M𝑎

𝑥 ). However, due to the finger’s length,
the body of the finger will also occlude some of the surrounding
area (M𝑏

𝑥 ). This observation is the basis for setting a 70% visibility
threshold in the outer region. In practice, we set 𝑎 = 1.3𝑐𝑚 and
𝑏 = 3𝑐𝑚 to accommodate the average human finger size, but these
values can be adjusted if using other objects (e.g., a pen) to trigger
touch.
Appearance Change Detecting appearance changes can also be
achieved by simply monitoring changes in the RVM, as altering
the appearance typically involves activating new parts of the RVM
and deactivating previous ones, as shown in Fig. 5-b. Therefore, the
most straightforward method to identify changes in appearance is
to designate a specific region as a trigger. If the RVM value for that
region changes, it indicates a change in appearance, provided that
no touch event is detected in that region.

3.4.2 Geometry-based Interaction. In geometry-based interactions,
we adopt a distinct approach for detection as they require an un-
derstanding of the artifact’s 3D geometry before proceeding with
any interaction. Thus, the initial step involves reconstructing the
3D geometry of the given artifact. To facilitate this, we instruct the
user to capture around 10 different angled photographs of the arti-
fact intended for 3D interaction. Subsequently, we extract the pixel
coordinates of all matched RMs from each image. We then follow
the standard Structure-from-Motion (SfM) procedure to acquire the
artifact’s 3D point cloud [4], that is, by solving the minimization
problem

min
X1,X2,X3,...

𝑚∑︁
𝑖=1

𝑛∑︁
𝑗=1



𝑥𝑖 𝑗 − 𝑃𝑟𝑜 𝑗 (X𝑗 , 𝑀𝑖 )


2 . (3)

Here,𝑚 represents the number of photographs used for reconstruc-
tion, 𝑛 is the total count of RMs in the original pattern, 𝑥𝑖 𝑗 denotes
the observed pixel location of the 𝑗-th RM in the 𝑖-th image, X𝑗

is the 𝑗-th RM’s 3D world coordinate, and 𝑀𝑖 is the 𝑖-th image’s
projection matrix. In our implementation, we use the OpenCV SfM
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Figure 5: Illustration of RVM. (a) Left: the input image of an RM-patterned cootie catcher. Middle: the matched RM in the
original design. Right: the computed RVM, where the black region indicates 0 and the white regions indicate 1. (b) When the
cootie catcher is "opened," its corresponding RVM changes because there are more matched RMs. (c) When a finger occludes a
certain part of the cootie catcher, its corresponding part in the RVM turns to 0.
module, substituting the feature-matching step with our matched
RMs.

6-DoF Tracking 6-DoF tracking involves computing the arti-
fact’s location and rotation in 3D world coordinates from real-time
captured frames. This process forms the foundation for numerous
AR applications that require the precise geometry of paper artifacts.
When the point cloud of all RMs is known, calculating the world co-
ordinates is equivalent to optimizing the translation 𝑡 and rotation
matrices 𝑅 given the camera’s projection matrix P [23]. Thus, the
6-DoF problem for a specific frame can be reformulated as another
minimization problem:

min
𝑅,𝑡

𝑛∑︁
𝑖=1

∥𝑥𝑖 − P[𝑅 |𝑡]X𝑖 ∥2 , (4)

where P denotes the camera projection matrix which only depends
on the camera type and was previously computed by solving Eq. (3).
Additionally, 𝑛 represents the count of matched RM in the current
frame, 𝑥𝑖 denotes the observed pixel coordinates of the matched
RM, and X𝑖 is the 3D world coordinates of the RM retrieved from
the reconstructed point cloud.

Deformation Another unique interactive event that paper en-
ables is its ability to deform. Similar to other marker-based sys-
tems [35, 49], our method could also detect the deformation of the
artifacts at any time. In order to use the deformation process as the
input signal, we need a metric to quantify the degree of deformation.
Measuring the degree of deformation is still an open problem [42]
and it highly depends on the application domain and the deformable
object (e.g., face). In our case, as a proof-of-concept, we simply use
the Euclidean distance between the deformed artifact and its origi-
nal shape as the signal of such input interface. More specifically, we
use the reprojection error from optimizing Eq. (4) as the quantity
to measure the deformation strength 𝑑 =

∑𝑛
𝑖=1 ∥𝑥𝑖 − P[𝑅 |𝑡]X𝑖 ∥2.

This simple calculation could result in a 1D input signal controlled
by the degree of deformation of a given artifact.

4 PROPOSED INTERFACES AND
APPLICATIONS

In this section, we showcase a variety of interfaces and applications
that leverage the previously described detectable events to develop
innovative interactive experience that come to life. All of these
applications can be realized in AR/VR environments where the
user is wearing AR/VR glasses or using a handheld mobile device.

Some of the applications are also practical for desktop usage when
a webcam is in operation.
Tangible Input Widgets The great versatility of paper allows
it to mimic physical input widgets commonly encountered in ev-
eryday life. For example, we can craft various widgets such as
trackpads, push buttons, switches, and dials using paper. A plain
flat sheet can be transformed into a trackpad with the aid of our
touch tracking method. Likewise, push buttons, switches, and dials
can be effectively realized through our 6-DoF tracking algorithm.
These widgets can be build in less than 10 minutes by following
the online tutorials step by step even for user without crafting
experience.

Furthermore, we introduce a new deformable slider that is sim-
pler to create and utilizes deformation tracking to capture a con-
tinuous signal. As depicted in Fig. 1-d, this deformable slider is
composed of a series of paper strips. When a user slides their finger
across a strip, the paper deforms, and the magnitude of this defor-
mation can be detected. This feature can be particularly useful for
simulating audio interfaces, such as faders, to produce real-time
audio feedback.

Thesewidgets can also be applied in other scenarios. For instance,
they can support the control of AR objects, enabling actions such as
scaling objects, adjusting volume, or other controls like triggering
animation, adding new objects, or initiating actions in an AR game
(Fig. 6-a). Moreover, considering the growing trend of AR glasses
being launched or planned for future release, researchers anticipate
that AR glasses may soon become a daily wear, serving as personal
computing hubs [9]. In such scenarios, our paper-based tangible
widgets could function as smart home controllers, assisting users
in developing customized interfaces for smart home management.
Enhancing Interactivity of Daily Objects In addition to cre-
ating artifacts purely from paper, a unique feature of our method
is the capability to attach patterned paper to a variety of everyday
objects, thereby making them interactive. For instance, one can at-
tach RM-patterned paper to the grip of a cup, thereby transforming
it into a control interface capable of scrolling through a website on
a virtual AR screen.

Furthermore, everyday objects often exhibit unique interactive
modalities, such as the ability to deform. We can apply our paper
to deformable objects, like a plastic water bottle, to craft functional
AR experiences that are activated through deformation triggers, as
demonstrated in Fig. 6-d.

Paper can also be transformed into wearable interfaces, such as a
wristband. Fig. 6-c shows an example in an AR scenario, assuming
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(a) (b) (c) (d)

Figure 6: Gallery of Applications. (a) Tangible console made of paper. It consists of four push buttons and one rotary dial.
Pressing a button can select a specific AR avatar, and rotating the dial can change its scale. (b) An RM pinwheel. Blowing on
it to spin the pinwheel can trigger an AR wind effect, and the strength of the wind is determined by the spin speed of the
pinwheel. (c) A wristband made of paper. Swiping on this wristband allows the user to scroll through a website rendered in AR.
(d) Paper attached to a water bottle. Squeezing the water bottle will cause deformation and trigger an animation of pouring
water on the display.

AR glasses are worn by the user. The user can tap a specific point
on the wristband to open a browser, and swipe on the wristband to
scroll through the website.

Interactive Pop-up Card Pop-up cards or kirigami are the fasci-
nating works created through folding and cutting of paper. These
paper artifacts are widely used by people to share creativity or as
unique gifts. Moreover, they display a rich variety of mechanical
movements, making them excellent candidates for interactive ex-
periences. In Fig. 1-c, we constructed a staircase kirigami model
using RM-patterned paper. When our system recognizes that the
kirigami has been opened, an AR avatar appears at the bottom
of the staircase. Using the algorithm described in Sec. 3.4.2, our
system is aware of the detailed 3D structure of the entire kirigami.
Therefore, users can further interact with the scene by tapping on
the desired staircase location to prompt the avatar to move to that
spot through the stairs in 3D. This experience seamlessly connects
digital assets with customizable physical content, offering a more
engaging and immersive AR experience.

Similarly, by following the numerous crafting tutorials online,
users can create a diverse set of paper pop-ups for various interac-
tive experiences.

Paper-based Sensor Our system can also be expanded to create
paper-based sensors. For example, a pinwheel, which consists of
a paper wheel affixed to a stick by a pin at its axle, is designed
to spin when exposed to breath or wind. By utilizing our system
to monitor the pinwheel’s rotational speed, we can transform the
design into an anemometer for gauging wind speed or a flow meter
for evaluating water flow velocity.

In an AR context, this mechanism can be leveraged to craft
enriched interactive experiences. As shown in Fig. 6-b, users can
blow on the pinwheel to make it spin, triggering a visual display
of AR wind originating from the pinwheel. The intensity the wind
correspond to the spin speed of the pinwheel.

5 EVALUATION
The objective of our system evaluation is to address two questions:
1) What is the overall detection rate of RM markers in various
paper forms, and how does this performance compare to existing
marker-based methods? 2) How accurate is the detection of the
individual interaction events defined in Sec. 3.4?

5.1 Detection Accuracy of Markers under
Different Paper Forms

To address the first question, we conducted experiments using three
distinct types of paper artifacts, each exhibiting different levels of
complexity: a flat sheet, paper wrapped around a cylinder to repre-
sent curved surface, and a staircase kirigami structure to represent
disjointed surface. All artifacts were created using A4 paper. For
a comparative analysis, we also used two other methods to create
the same paper artifacts: ArUco [16] and DDCM [35]. With the
ArUco marker, we implemented three different configurations: a
regular version (3𝑐𝑚 × 3𝑐𝑚), a small version (1𝑐𝑚 × 1𝑐𝑚), and a
tiny version (3𝑚𝑚 × 3𝑚𝑚) which has the same size as an RM. For
DDCM, we adhered to the configurations and detection methods
described in the original paper, since a denser layout would lead to
a reduced detection rate [35]. This setup allowed for a comprehen-
sive comparison across five different configurations, including our
method.

For each specific configuration, the artifact was positioned on a
motorized rotating stand situated at a predetermined location. The
camera was positioned 60 cm away from the artifact, a distance
chosen to reflect a typical scenario where a user holds a mobile
device and places an AR scene on an office desk. We then captured
10 images of each artifact at 720p from varying angles as the artifact
rotated on the stand. Subsequently, each photo underwent marker
detection processing using the method respective to its type of
marker. 1

1For ArUco, we utilized OpenCV’s detector (cv::aruco::ArucoDetector), and gen-
erated ArUco markers using the DICT_4X4_50 library, which is the most robust one
for detection.
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Figure 7: Recall rate of marker detection.

The performance of the detection process was assessed based on
the recall rate, defined as the ratio of successfully detected markers
to the total markers present in a frame. Precision was not used
in this comparison, as we did not observe a noticeable number of
false positives across all the methods. A marker is categorized as
“detected” if it either matches accurately with its original design
(in the case of our method) or is identified with the correct ID (for
ArUco and DDCM). We determined the total number of markers
present in each frame through manual inspection, counting only
the markers whose complete shape is clearly visible.

The results are depicted in Fig. 7. Our method consistently
achieves an overall recall rate exceeding 90% across all test artifacts.
Both the regular and small versions of ArUco exhibit satisfactory
performance on flat paper; however, their accuracy significantly
declines when the paper is either curved or has a disjointed sur-
face. Due to its limited marker size, tiny ArUco does not produce
adequate performance on all artifacts. While DDCM manages to
deliver reasonably good performance on both flat paper and cylin-
drical shapes, it struggles to robustly detect features on kirigami
surfaces. A high recall rate is foundational to reliable camera pose
estimation, as noted in Kalaitzakis et al. [28], and directly impacts
the performance of subsequent interaction events. This implies that
our method can naturally adapt to various paper forms, making
them ready for easy interaction.

5.2 Accuracy Evaluation For Different
Interaction Event

The previous evaluation demonstrates that our system pipeline
enables robust detection of individual markers. Next, we aim to
analyze how the detection of these markers assists in recognizing
distinct input events.

To carry out this evaluation, we implemented the RM detec-
tion algorithm from Sec. 3.3 and the event detection algorithm
described in Sec. 3.4 on an iPhone 14 Pro. Six different types of
paper artifacts were used for this evaluation. These include the
three artifacts utilized in the previous experiment, along with a
folded push button, an origami cootie catcher, and the deformable

strips. However, considering the varied nature of these paper arti-
facts, it is impractical to assess all artifacts across every interaction
event. Consequently, our primary focus is to evaluate each artifact
within specific evaluations where it suitably accommodates the cor-
responding input event. The corresponding images/shapes for each
artifact can be found as follows: Flat Paper: Fig. 1-a, Cylinder:
Fig. 3-c, Kirigami: Fig. 1-c, Cootie Catcher: Fig. 5, Push Button:
Fig. 6-a, Deformable Strips: Fig. 1-d.

The evaluation protocol for each detectable event is detailed
below:

• Tapping: This is evaluated on the kirigami and the cylinder.
We establish four touch locations on each artifact. For the
kirigami, reflecting its stair-like structure, the touch points
corresponded to the flat surfaces of the four levels, as shown
in Fig. 1-c. For the cylinder, the four touch points were uni-
formly spaced along the curved surface, with the first point
near the top edge and the last point near the bottom. Par-
ticipants are instructed to touch the designated locations
on each artifact in a random sequence. Our system then
records whether the touch event was activated at the correct
location.

• Touch Tracking: This is evaluated on the flat paper and the
cylinder. We define two non-intersecting paths on each arti-
fact, with one straight path and one circular path, to prevent
any interference with each other. Each path is marked with
six checkpoints. A touch tracking event is considered suc-
cessful if all the checkpoints on the path are activated in the
correct sequence.

• Appearance Change: This is evaluated on the push button
and the cootie catcher. For the push button, we recognize two
states: the pressed state and the released state. For the cootie
catcher, we recognize three states: closed, opened vertically,
and opened horizontally. The system evaluates whether the
intended appearance change has been accurately identified.

• Deformation: This is evaluated on the deformable slips and
the cootie catcher. The evaluation of deformation differs
from other tests as we only calculate a scalar value, denoted
as “deformation strength”, instead of tracking the 3D geom-
etry in every frame. To assess this, we instruct the user to
replicate the same action everytime on the evaluated arti-
facts, and measure the standard deviation of the deformation
strength obtained from each attempt. This value potentially
indicates the reliability of this signal when the user executes
a consistent action at a human level.

We engaged 8 participants to take part in this study. During
the evaluation, participants were asked to secure the phone to
their heads using a camera headband, simulating the experience of
wearing an AR/VR headset. In each individual trial, the artifacts
were evaluated separately. Participants were asked to head at the
artifact, ensuring that the camera was also focused on it, and then
interact with the artifact using the designated actions 30 times by
following our protocol. The precision and recall for each event and
artifact are calculated to understand the detection performance.



TEI ’25, 04-07 March 2025, Bordeaux, France Chang Xiao

Setup Tapping Touch Tracking Appearance Change
Kirigami Cylinder Flat Paper Cylinder Push Button Cootie Catcher

Precision 92% 95% 100% / 100% 100% / 100% 99% 94%
Recall 90% 91% 89% / 62% 91% / 47% 95% 92%

Table 2: Results of event detection. For touch tracking, the first number indicates the straight path, and the second number
indicates circular path.

The results are displayed in Table ??. Our system demonstrates
promising accuracy in both tapping and appearance change detec-
tion, suggesting that these events could be utilized more frequently
when constructing paper tangible interfaces.

For touch tracking, we observe varied results depending on the
gesture. The straight path, which can be interpreted as a swipe
gesture, exhibits very high accuracy. However, the circular path
demonstrates a low recall rate, indicating a significant number of
missed detections on both artifacts. This encourages us to design
simple gestures, such as swipes, when utilizing the touch tracking
functionality, instead of aiming to treat it as a high-precision 2D
trackpad or design complex gestures for it.

The deformation results also hint at promising usability, particu-
larly with the deformable slips. They have a standard deviation of
9% of the average signal strength, indicating a consistent level of sig-
nal. Conversely, the cootie catcher exhibits more fluctuating results,
with a notably high standard deviation of 35%. One plausible expla-
nation is that users can perform actions more consistently when
the shape of the deformed artifacts is simple. More complex objects
may also elevate the detection error rate. This leads us to recom-
mend the use of simpler shapes when designing deformation-based
interactions.

6 DISCUSSION AND CONCLUSION
Like all existing vision-based approaches to tangible interaction,
our system also has several limitations stemming from fundamen-
tal principles. One primary constraint is the necessity for a line of
sight with the object in interaction. In practical terms, this implies
that users wearing AR glasses can only interact with the artifacts if
they are within their direct view. Furthermore, although we have
demonstrated a wide range of adaptability regarding the form of
the paper and interaction events, certain events with specific arti-
facts can pose difficulties in detection. For instance, touch tracking
has shown to be less robust compared to other interaction events.
Therefore, we recommend using swipe gestures with simple paths
instead of relying on full 2D touch tracking when developing paper
interfaces.

Another limitation is the durability of paper-based interface.
Paper, especially the one used for printing, is considered less durable
than other solid materials. As time passes, the markers printed
on the paper may fade and become less visible. Tears or other
forms of wear could also compromise detection accuracy. Thus, we
recommend using materials such as cardboard or plastic paper for
those seeking to construct enduring interactive artifacts.

At present, we gauge deformation by measuring the shape differ-
ence between the original and the current states, represented by a
scalar value. However, as noted by Boem et al. [3], deformations can
manifest in a variety of ways, including twists, bends, and shears. A
promising future development is the creation of algorithms that can

recognize different deformation events, leveraging our method’s
ability to detect geometry changes in patterned artifacts. This is es-
pecially significant as deformations present unique features enabled
by paper, as opposed to other tangible interfaces. Moving forward,
it would be interesting to apply this technique to other deformable
objects using methods such as hydrographic printing [54], thereby
enabling interactivity with a variety of deformable objects.

A final area of limitation in our current system is that interaction
events are manually programmed into our detection system. In the
future, we aim to provide an authoring tool that will allow average
users to construct and personalize tangible interaction experiences
using paper.

As another potential future extension, since our design consists
only of black-and-white shapes, the system can naturally detect
patterns through an infrared camera when printed with IR ink.
This integration fosters dual-channel data transmission, effectively
presenting human-readable information on paper while simultane-
ously enabling detectable interaction [12, 27, 30].

In conclusion, we have introduced the novel marker-based sys-
tem, ReactFold, which supports various fundamental interaction
types with paper artifacts. These detectable events include occlu-
sion, tapping, touch tracking, appearance change, tracking of RM-
patterned objects, and deformation. All interaction events can be
monitored just using a standard RGB camera, which is a standard
hardware available on almost all AR/VR headset of mobile device.
We validated our approach by analyzing the drawbacks of previous
marker-based systems and conducting extensive experiments to
showcase our system’s advantages and robustness. Opening the
doors to a range of novel interfaces and applications, we believe
our system serves as a functional prototype for experimenting with
paper-based interactions and holds the potential to inspire future
developments.
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